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Problem
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the deep learning gap



Modern machine learning relies on enormous data and compute.



153599846
books worth of data

40 lifetimes
worth of thinking by energy expended

by conservative estimates, GPT-3 used



ML is Impactful on 
Edge Devices

Personal 
Electronics
powerful but private 
personal assistants

Robotic 
Devices
from disaster response 
to autonomous vehicles

Internet
of Things
smart homes
and smart cities

none of these devices can leverage state of the art models
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optimizing implementations



IoT devices have up to tens 
of MB of memory and up to 
a few GB of swap, severely 
limiting the maximum 
model complexity.

Hard
Memory Limit

Soft
Inference Time
The faster the better for 
real-time IoT tasks, 
meaning the tens of 
seconds needed for SoTA 
inference is unacceptable.

Constraints



Optimization Methodologies

Model 
Distillation

Teach a smaller model 
using a larger one

Weight 
Quantization

Approximate weights 
with less granularity

Hardware 
Acceleration
Design custom hardware 
around existing models

Architecture 
Search
Optimize model 
shape for hardware



Why so slow?



Development Trade Off
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flexible efficient



500x faster
historically, edge-level hardware solutions are



Stage 1
Learn about 
hardware efficient 
transformers

Project Methodology

Stage 2
Implement GPT-2 
in vanilla Python

Stage 3
Rewrite impl in 
C-style High 
Level Synthesis

Stage 4
Generate hardware 
description using HLS

Stage 5
Deploy code to 
FPGAs on Drones
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realizing the dream



Stage 1
Learn about 
hardware efficient 
transformers

Project Methodology
Stage 2
Implement GPT-2 
using low-level 
NumPy

Stage 3
Rewrite impl in 
C-style High 
Level Synthesis

Stage 4
Generate hardware 
description using HLS

Stage 5
Deploy code to 
FPGAs on drones



Challenge: Transformers



Attention





Challenge: Transformers



The GPT-2 Model



Coding GPT-2 in Vanilla Python



Coding GPT-2 in C



High Level Synthesis



Challenge: Hardware
- No dynamic memory allocation
- No syscalls
- Arbitrary precision 
- Hardware messiness



Re-coding GPT-2 in C





Progress 
Artifacts
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the future is now



Drones + Robots
Disaster response robots must 
react quickly to novel situations 
and survive days on one charge. 

Always-on Devices
Mobile assistants activation 
triggers like “Hey, Siri” are primarily 
limited by power consumption. 

Self-driving Cars
The range and comfort of 
self-driving cars can be 
significantly improved through 
hardware optimization.

Datacenters
Google’s 2015 TPU v1 increased 
inference throughput by 71X 
while using 25% less power, by 
accelerating large matrix 
multiplication alone. 

Impacts



Model Architectures
GPT-2 was chosen for simplicity, but 
application-specific architectures exist.

Application Constraints
Depending on the final application, circuits 
can be optimized for speed or efficiency. 

Joint Evolution
Coevolution of model and hardware 
architectures will open new doors. 

Future Directions
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